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Abstract 

 

Google Play Store is the official app store for Android devices from Google that offers rating and review features. This feature 

on the platform is a source of data for sentiment analysis in research on app user satisfaction. The purpose of this study is to 

provide an overview of app user satisfaction and evaluate the accuracy of the algorithms used. The algorithms compared include 

Support Vector Machine (SVM), namely linear, rbf, sigmoid, and polynomial kernels with Naïve Bayes Classifier (NBC). The 

key variables analyzed include perceived usefulness, perceived ease of use, relia-bility, responsiveness, and website design. The 

results showed that the SVM algorithm with a linear kernel achieved the highest accuracy of 95.23% compared to the NBC 

algorithm of 91.43%. For other accuracy results, rbf kernel 94.35%, sigmoid kernel 95.19% and polynomial kernel 93.31%. In 

addition, the results of sentiment analysis on application user satis-faction revealed that 75% of users were dissatisfied, with the 

service indicator having the highest number of negative sen-timents. These findings suggest that sentiment analysis can be an 

effective tool for companies to measure and improve user satisfaction. In addition, these results can also be a useful reference 

for new users in assessing apps before using them. 

 

Keywords: Google Play Store, Naïve Bayes, Sentiment Analysis, Support Vector Machine, User Satisfaction. 

 

 

 

 
I. INTRODUCTION 

Improvements in technology have led to a notable surge in 

Internet usage, resulting in the emergence of novel routines 

like social networking and e-commerce-based online 

purchasing [1]. Transactions now feel more customized, 

flexible, and convenient because to the growth of e-commerce 

[2]. Every year, the value of e-commerce transactions in 

Indonesia rises. Delivery services, acting as a middleman 

between buyers and sellers, are crucial to getting items to final 

customers. Because of this, there is a greater demand for 

dependable delivery services as well as an increase in public 

interest in online purchasing [3]. 

J&T Express, a leading company in the expedition sector 

operating in Indonesia [4], recorded a 40% increase in 

shipment volumes over 2023, with an average of 2.5 million 

packages shipped daily [5].  According to the Top Brand 

Award 2023, J&T Express was named the best brand in the 

courier service category with 33.3%, marking a significant 

increase from the previous year. According to one of 

Indonesia's online survey platforms Populix, J&T Express is 

the favorite courier service among both Generation Z and 

Millennials for their online shopping needs.  

To stay competitive and retain customers, innovations are 

constantly being made. PT Global Jet Express launched a 

smartphone app in 2015, allowing customers to track 

shipments, find out rates, and get package information [4]. The 

J&T Express app continues to be popular with ever-increasing 

downloads, according to data from app.sensortower.com, the 

number of downloads in Indonesia for all platforms from 

December 2015 to December 2023 reached 50 million to 100 

million downloads, with more than one million active users 

according to similar web [6]. 

The J&T Express app received a low rating of 2.2 on the 

Play Store and 2.0 on the App Store, with many 1-star reviews 

continuing to drop. Comments indicate disappointment with 

delivery accuracy, poor service, including delays, breakdowns, 

and a tracking feature that doesn't work properly despite being 

updated [7]. J&T Express app user satisfaction is key to 

maintaining and increasing the company's market share. In 

order to ensure customer satisfaction, J&T Express needs to 

deeply understand the level of user satisfaction [8]. Sentiment 

analysis of app comments is becoming an important tool in 
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understanding user views and experiences, allowing 

companies to identify issues, improve services, and maximize 

user experience [9].  

Sentiment analysis has been a major research topic since 

2008, addressing methods such as machine learning or lexicon-

based techniques as well as applications in various contexts 

[10]. This research applies data mining methods with the 

Support Vector Machine (SVM) and Naive Bayes Classifier 

(NBC) algorithms to analyze user comments on the J&T 

Express application on the Google Play Store [11]. The goal is 

to measure user satisfaction with application services, by 

considering variables from the Technology Acceptance Model 

(TAM), Service Quality (Servqual), and from previous 

research [12]. 

 

 

II. LITERATURE REVIEW 

In recent years, there have been many sentiment analysis 

studies that discuss the comparison of SVM and NBC 

classification algorithms. Support Vector Machine was 

developed by Boser, Guyon, Vapnik, and first published in 

1992 at the Annual Workshop on Computational Learning 

Theory [13]. The SVM algorithm has several kernels including 

Linear, Radial Basis Function (RBF), Polynomial, and 

Sigmoid [14]. Meanwhile, Naive Bayes Classifier is a simple 

classification method with the application of Bayes Theorem 

(Bayesian Statistics) proposed by an English scientist named 

Thomas Bayes [15] [16]. Finds the highest probability of the 

most appropriate category and is one of the classification 

techniques used in sentiment analysis, and has good potential 

for computational classification of data and precision [1]. The 

following are four studies that are considered relevant because 

they use SVM and NBC methods. These studies are presented 

in Table 1. 

 

Table 1. Relevant Research 

Information Algorithm Result 

Research I [14] SVM Kernel 

Lienar and RBF 

1. Scenario 

(70:30) 

Kernel Linear 

87% Acuracy 

2. Scenario 

(90:10) 

Kernel RBF 

87% Acuracy 

Research II [16] NBC and PSO Using 10-Fold 

Cross Validation, 

showing an 

increase in 

accuracy from 

77.96% to 

79.85% 

Research III [17] SVM Kernel 

Linear, RBF, 

Sigmoid, 

Polynomial and 

SVM Acuracy 
1. Linear 

87,02% 
2. RBF 84,59% 

Information Algorithm Result 

Logistic 

Regression 

3. Sigmoid 
86,63% 

4. Polynomial 
71,12% 

5. Logistic 
Regression 
85,17% 
Acuracy 

Research IV [18] NBC and KNN 1. NBC 75,53% 
Acuracy 

2. KNN 48,66% 

Acuracy 

 

Table 1 shows the four most relevant different studies 

sourced from scientific articles. The four studies discuss the 

comparison of classification algorithms for sentiment analysis 

with the main problem of providing public sentiment on an 

application or a particular topic. The similarity of these studies 

discusses sentiment analysis with several classification 

algorithms, several kernel parameters in the SVM algorithm in 

the first and third studies and algorithm comparisons in the 

second and fourth studies. Based on these findings, it can be 

concluded that the SVM and NBC algorithms provide good 

accuracy results with some additional parameters making them 

suitable for sentiment analysis. In addition to the use of kernal 

parameters in the SVM algorithm, there are other studies of 

derivative forms of the NBC algorithm such as Multinomial 

also provide good results in sentiment analysis [19]. In 

addition, sentiment analysis can be further developed to be 

better so as to provide novelty research by utilizing sentiment 

results. By adding several variables to the final sentiment 

results that were previously only completed on positive and 

negative sentiments. 

In this study, variables will be used to measure user 

satisfaction from applications with several variables such as 

perceived usefulness, perceived ease of use [20], reliability, 

responsiveness [21] and website design [11]. The reason for 

using these variables has a match with the data and research 

topics, while the algorithm used is SVM with four kernels, 

namely, Linear, RBF, Sigmoid, Polynomial and Multinomial, 

Gaussian and Bernoulli Naïve Bayes. 

 

 

III. METHODOLOGY 

This research aims to apply classification algorithms in 

performing sentiment analysis on Google Play Store reviews 

of the J&T Express application. Processing is done with SVM 

kernel Linear, RBF, Sigmoid, Polynomial algorithms as well 

as Multinomial, Gaussian, Bernoulli Naïve Bayes algorithms. 

The use of variables in this study is expected to measure the 

satisfaction of application users in sentiment analysis. The 

entire research process is summarized in the following method 

(Figure 1).  
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Figure 1. Research Procedure 

 

1. Data Labeling 

 In this study, data labeling (annotation) of J&T Express 

application user reviews was carried out manually to facilitate 

the assessment of positive and negative comments. 

Annotations were carried out by annotators with experience as 

Indonesian language teachers. User reviews were marked as 

positive or negative and stored in a Comma Separated Values 

(CSV) document. 

 

2. Preprocessing 

 The initial stages of text mining in changing the structure 

of irregular text data to become more structured [22]. 

According to the example in the book Tala, 2003 [23] 

preprocessing there are 5 processes consisting of Cleaning, 

Case Folding, Tokenizing, Filtering (Stop-word), Stemming. 

a) Cleaning 

 The data obtained from scraping results will be cleaned and 

selected first to avoid repetitive data and empty data, such 

as neutral comment data that is not needed for this research. 

b) Case Folding 

 The processed data is text from the results of data cleaning 

to convert all uppercase text to lowercase, remove urls, 

numbers, and symbols (including emojis). 

c) Stopword Removal 

 A common word that is usually used in large quantities and 

is considered meaningless. Examples of stopwords in 

Indonesian are “yang”, “dan”, “di”, “dari”, etc. 

d) Tokenizing 

 The process of dividing text into parts called tokens for 

later analysis. Words, numbers, symbols, punctuation, and 

other significant units can be considered as tokens. 

e) Stemming 

 The process of mapping and decomposing word forms into 

their basic words. To perform Indonesian language 

stemming, we use the Sastrawi library which applies the 

Nazief and Adriani Algorithm to perform Indonesian 

language stemming. 

 

3. Feature Extraction 

 Using the Term Frequency-Iverse Document Frequency 

(TF-IDF) weighting method, a weighting system that gives 

weight to each word in a document based on Term 

Frequency (TF) and Inverse Document Frequency (IDF). 

 

𝑊𝑡,𝑑 = 𝑊𝑡𝑓𝑡,𝑑
× 𝑖𝑑𝑓𝑡           (1) 

 

Wt ft,d : Term Frequency 

id ft : Invers Dokument Frequency 

 

4. Modeling 

a) K-Fold Cross Validation 

 It is one of the techniques used to sort data into train and 

test data. In addition, K-Fold Cross Validation implements 

data splitting in equal numbers into k sub data sets. 

Division by repeating multiples of K-3, 6, 9 and 10 into 

sub-sets of data. 

b) Support Vector Machine (SVM) 
SVM is a machine learning method that aims to find the 
best hyperplane that separates two classes in the input 
space [8]. As in the previous explanation, the kernel 
parameters used in this study are Linear, RBF, Sigmoid and 
Poly-nomial. The equations of Linear kernel, RBF kernel, 
Polynomial kernel and Sigmoid kernel [14]. 

 

𝐾 (𝑥𝐼⃗⃗  ⃗, 𝑥𝐽⃗⃗  ⃗) = ∅(𝑥𝐼⃗⃗  ⃗) × ∅(𝑥𝐽⃗⃗  ⃗)          (2) 

𝐾 (𝑥𝐼⃗⃗  ⃗, 𝑥𝐽⃗⃗  ⃗) = exp (−
‖𝑥𝐼⃗⃗⃗⃗ ×𝑥𝐽⃗⃗ ⃗⃗  ‖

2

2𝜎2 )          (3) 

𝐾 (𝑥𝐼⃗⃗  ⃗, 𝑥𝐽⃗⃗  ⃗) = (1 + 𝑥𝐼 × 𝑥𝐽)
𝑑

          (4) 

𝐾(𝑥𝐼⃗⃗  ⃗, 𝑥𝐽⃗⃗  ⃗) = tanh(𝛼𝑥𝑇𝑦 + 𝑐)          (5) 

 
𝑥: expanded input vector 

𝛼: alpha 

𝛽: beta 

𝜎: sigmoid 

c) Naïve Bayes Classifier (NBC) 

 The NBC method is also one of the classification methods 

in text mining used in sentiment analysis and has good 

potential in terms of data computation classification and 

precision [1].  

 

𝑃(𝐶|𝑋) =
𝑃(𝑋|𝐶)𝑃(𝐶)

𝑃(𝑋)
           (6) 

 

X: input vector 

C: a specific class 

P(C|X): probability class based on known input vectors 

(posteriori probability) 

P(c): probability class searched (prior probability) of the 

entire data 

P(x|c): the probability of each input based on the condition 

of the class  

P(x): probability of an input of the entire data 
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Multinomial, Bernoulli and Gaussian will be implemented 

in this study. 

 

𝑃(𝐷|𝑐) =
𝑇𝑐!

∏ (𝑥𝑖!)
𝑉
𝑖=1

           (7) 

𝑃(𝑥𝑖|𝑦) = 𝑝(𝑥𝑖 = 1|𝑦)𝑥𝑖 + (1 − 𝑝(𝑥𝑖 = 1|𝑦))(1 − 𝑥𝑖)

              (8) 

𝑃(𝑥𝑖|𝑦) =
1

√2𝜋𝜎𝑦
2
exp (−

(𝑥𝑖−𝜇𝑦)
2

2𝜎𝑦
2 )         (9) 

 

Tc: total number of words in documents of class c 

i: the event 

xi: holds binary value either 0 or 1 (Bernoulli) 

p(xi=1|y): probability of feature xi appearing in class 

σy2: variance of feature i in class 

μy: mean of feature I in class 

 

5. User Satisfaction Variables 

 User satisfaction is a measurement of an application that 

helps developers evaluate, later improve the quality of the 

application [24]. The TAM and Serv-qual methods are two 

methods that can understand user behavior and service quality 

in the context of technology and services [25]. Therefore, the 

main variables of the two methods will be taken to be used as 

a measurement of user satisfaction of the J&T Express 

application based on the results of sentiment analysis 

containing user comments or responses that will refer to each 

keyword from the comment search results. These variables 

include perceived usefulness, perceived ease of use, reliability, 

responsiveness and website design variables obtained from 

previous research [11]. 

 

B. Datasets 

 In this research, data is obtained from comments or reviews 

of J&T Expess application users on the Google Play Store 

Indonesia with scraping techniques on python. The data used 

in a period of less than one year, namely, July 2023-December 

2023, adjusts the final results of the survey (Top Brand Award 

and Populix) with a total data of 4,752 comments. 

 

C. Tools 

Google Colab was used as a tool for processing data in this 

study. It is a cloud-based Jupyter notebook that allows machine 

learning programming with the python language, which is 

known to be easy to learn and use [26]. In this process, several 

python libraries were used, such as Pandas, Numpy, Scikit-

learn, and Google-play-scraper, to help with data retrieval and 

processing. In addition, Microsoft Excel was used to 

categorize words, which helped in measuring user satisfaction. 

 

 

IV. RESULT AND DISCUSSION 

A. Data Collection 

 The initial data collection stage for this research was 

carried out with google-play-scraper python on the Google 

Play Store of the J&T Express Indonesia application. Data was 

taken in Indonesian with a period of July 2023-December 

2023, with a total of 4,752 comment data (Table 2). The 

comment data taken are reviews that have a star rating of 1 to 

5 as in Figure 2. To determine whether a comment is positive 

or negative, it is done by adjusting the rating from the Google 

Play Store, where: Classifying ratings 4 and 5 as positive 

sentiment, ratings 1 and 2 as negative sentiment and rating 3 

as neutral sentiment [14] [27]. Then the results of sentiment on 

each comment are obtained, namely the positive class totaling 

434 comments and the negative class totaling 4,204 comments 

while the neutral class totals 114 comments as in Figure 2. 

 

Table 2. Initial Data 

No Content (in Indonesian) Score 

1 j&T petir serang ngga jelas paket malah d 

retrun retrun terus kemana kurir nya 

ngapain d Adain pengiriman kalo ngga 

mau ngirim ke kitaa aneh 

1 

2 Jnt Kedung Tuban tolong donk ditegor itu 

adminya males banget dah paket sudah di 

kantor kagak di input.. lemot banget sejak 

ganti admin baru . 

2 

3 Mohon jnt melayani COD untuk usaha 

perorangan klu melalui pihak ketiga 

memberatkan pada pelanggan kami,karena 

ada biaya tambahan klu memakai pihak 

ketiga 

5 

… … … 

4752 Lambat kecepatan pengirimanya. 1 

 

 
Figure 2. Aplication Rating of J&T Express 

 

1. Comparison of Sentiment Results with Experts 

 The sentiment labeling annotation done manually by an 

expert has different results. By comparison, the rating 

generated from the application is not the same as the sentiment 

generated by the expert, the annotator presents different 

labeling results as in Table 3. 

 

Table 3. Labeling Annotations by Experts 

Sentiment Google 

Play Store 

Rating 

Results 

Changes Expert 

Labeling 

Results 

Positive 434 52 comments 

become neutral 

387 

3972

232 114 65
369

0

1000

2000

3000

4000

5000

1 2 3 4 5

Rating J&T Express
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or negative 

Neutral 114 70 comments 

become 

negative or 

positive 

56 

Negative 4,204 11 comments 

become neutral 

4,309 

 

 This gap occurs because users give views that do not match 

the reviews. Some users give a rating of 4 or 5, which should 

be positive, but the reviews written are mostly neutral in 

sentiment. Likewise, reviews with a score of 3, which should 

be neutral, are written with negative sentiment. For scores of 1 

or 3, at least there are mistakes in giving negative sentiment 

reviews. The results of labeling annotations by this expert will 

be used as new data for future processes in this study, the data 

will be stored in CSV format and will be processed to the next 

stage. 

 

B. Preprocessing 

 Previously labeled data will be processed for processing in 

classification algorithm modeling, which starts from cleaning, 

case folding, stopwords, tokenizing and stemming as well as 

word weighting. 

 

1. Cleaning 

 The data will be cleaned and selected to avoid repetitive 

data and empty data, one of which is neutral sentiment data 

which will not be used because it does not have a strong 

argument or does not provide useful information for this 

research. Based on this, class reduction is done by eliminating 

neutral sentiment, from the initial data used 4,752 to 4,696 

review data as shown in Table 4. 

 

Table 4. Cleaning Data 

No Comments (in Indonesian) Sentiment 

1 j&T petir serang ngga jelas paket 

malah d retrun retrun terus kemana 

kurir nya ngapain d Adain 

pengiriman kalo ngga mau ngirim ke 

kitaa aneh 

Negative 

2 Jnt Kedung Tuban tolong donk 

ditegor itu adminya males banget dah 

paket sudah di kantor kagak di input.. 

lemot banget sejak ganti admin baru . 

Negative 

3 Mohon jnt melayani COD untuk 

usaha perorangan klu melalui pihak 

ketiga memberatkan pada pelanggan 

kami,karena ada biaya tambahan klu 

memakai pihak ketiga 

Positive 

… … … 

4696 Lambat kecepatan pengirimanya . Negative 

 

2. Case Folding 

 The data processed as text from the data cleaning results 

will be first cleared, to convert the entire text of large letters 

into small letters, remove the url, numbers, and symbols 

(including emoji) as shown in Table 5. 

 

Table 5. Case Folding Data 

No Comments (in Indonesian) Sentiment 

1 jt petir serang ngga jelas paket malah 

d retrun retrun terus kemana kurir nya 

ngapain d adain pengiriman kalo 

ngga mau ngirim ke kitaa aneh 

Negative 

2 jnt kedung tuban tolong donk ditegor 

itu adminya males banget dah paket 

sudah di kantor kagak di input lemot 

banget sejak ganti admin baru 

Negative 

3 mohon jnt melayani cod untuk usaha 

perorangan klu melalui pihak ketiga 

memberatkan pada pelanggan 

kamikarena ada biaya tambahan klu 

memakai pihak ketiga 

Positive 

… … … 

4696 lambat kecepatan pengirimanya Negative 

 

3. Stopword Removal 

 Examples of stopwords in Indonesian are “yang”, “dan”, 

“di”, “dari”, etc. The purpose of using stopwords is to remove 

less informative words from the text, thus focusing on 

important words only as shown in Table 6. 

 

Table 6. Stopword Data 

No Comments (in Indonesian) Sentiment 

1 jt petir serang ngga paket retrun 

retrun kemana kurir nya ngapain 

adain pengiriman kalo ngga ngirim 

kitaa aneh 

Negative 

2 jnt kedung tuban tolong donk ditegor 

adminya males banget dah paket 

kantor kagak input lemot banget 

ganti admin 

Negative 

3 mohon jnt melayani cod usaha 

perorangan klu ketiga memberatkan 

pelanggan kamikarena biaya 

tambahan klu memakai ketiga 

Positive 

… … … 

4696 lambat kecepatan pengirimanya Negative 

 

4. Tokenizing 

 Words, numbers, symbols, punctuation marks and other 

important entities can be considered as tokens. In NLP, tokens 

are defined as “words” although tokenization can also be done 

on paragraphs or sentences as shown in Table 7. 

 

Table 7. Tokenize Data 

No Comments (in Indonesian) Sentiment 

1 ['jt', 'petir', 'serang', 'ngga', 'paket', 

'retrun', 'retrun', 'kemana', 'kurir', 

'nya', 'ngapain', 'adain', 'pengiriman', 

'kalo', 'ngga', 'ngirim', 'kitaa', 'aneh'] 

Negative 
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No Comments (in Indonesian) Sentiment 

2 ['jnt', 'kedung', 'tuban', 'tolong', 'donk', 

'ditegor', 'adminya', 'males', 'banget', 

'dah', 'paket', 'kantor', 'kagak', 'input', 

'lemot', 'banget', 'ganti', 'admin'] 

Negative 

3 ['mohon', 'jnt', 'melayani', 'cod', 

'usaha', 'perorangan', 'klu', 'ketiga', 

'memberatkan', 'pelanggan', 

'kamikarena', 'biaya', 'tambahan', 'klu', 

'memakai', 'ketiga'] 

Positive 

… … … 

4696 ['lambat', 'kecepatan', 'pengirimanya'] Negative 

 

5. Stemming 

 Stemming is the process of mapping and decomposing 

word forms into their basic words. To do Indonesian 

stemming, we can use the Python Sastrawi library that we have 

prepared at the beginning as shown in Table 8. 

 

Table 8. Stemming Data 

No Comments (in Indonesian) Sentiment 

1 jt petir serang ngga paket retrun 

retrun mana kurir nya ngapain adain 

kirim kalo ngga ngirim kitaa aneh 

Negative 

2 jnt kedung tuban tolong donk ditegor 

adminya males banget dah paket 

kantor kagak input lot banget ganti 

admin 

Negative 

3 mohon jnt layan cod usaha orang klu 

tiga berat langgan kamikarena biaya 

tambah klu pakai tiga 

Positive 

… … … 

4696 lambat cepat pengirimanya Negative 

 

6. TF-IDF 

 Data after the preprocessing stage is processed into 

numerical form using the TF-IDF weighting method. TF-IDF 

is a weighting system that gives weight to each word in a 

document based on term frequency (tf) and inverse document 

frequency (tf) (idf). In the TF-IDF stage, the calculation is done 

using python using the skicit-learn model. 

 

C. Classification Modeling 

 Based on the research methodology described, the division 

of training data and testing data is taken from a dataset with a 

total of 4696 data after going through several pre-processing 

stages and the TF-IDF weighting stage. In this study, 4 

comparison values will be used in the division of training data 

and testing data, namely K 3, 6, 9 and 10. Then the data will 

be used for testing using the SVM and NBC algorithms. 

 

1. SVM Classification 

 The SVM algorithm with its kernel parameters has an 

influence on the accuracy performance results obtained. In this 

algorithm itself has four kernels namely Linear, Polynomial, 

Radial Basis Function (RBF), and Sigmoid. From each kernel, 

the highest accuracy performance will be sought to continue in 

the comparison process. 

 

Table 9. SVM Kernel Accuracy Comparison 

Kernel K-Fold 

K-3 K-6 K-9 K-10 

Linear 95.06% 95.16% 95.23% 95.21% 

RBF 93.96% 94.32% 94.28% 94.35% 

Sigmoid 94.99% 95.01% 95.19% 95.08% 

Polynomial 93.27% 93.31% 93.27% 93.31% 

 

 Based on repeated experiments carried out on each 

previous kernel with each K-repetition (Table 9), the best 

accuracy result is obtained for the Support Vector Machine 

(SVM) algorithm present in the Linear kernel, with an accurate 

value of 95.23%. Therefore, the support vector machine 

(SVM) with the Lineary kernel will be compared to the Naive 

Bayes Classifier (NBC) algoritm to determine the best. 

 

2. NBC Classification 

 The naive bayes algorithm is divided into several types that 

are distinguished based on their functions. This algorithm itself 

has several derivatives including those used in this research are 

Multinomial Naive Bayes, Bernoulli Naive Bayes and 

Gaussian Naive Bayes. From each type of naive bayes, the 

highest accuracy performance will be sought to continue in the 

comparison process. For this algorithm, it will be compared to 

determine the best type of naïve bayes algorithm, then will 

continue in the same way on the SVM algorithm with K-Fold 

Cross Validation. As shown in Table 10, the comparison 

results where the Multinomial Naïve Bayes type is the best. 

 

Table 10. Naïve Bayes Type Accuracy Comparison 

Naive 

Bayes 

Multinomial 

NB 

Bernoulli 

NB 

Gaussian 

NB 

Accuracy 91.45 % 90.01 % 81.77 % 

 

 The Multinomial Naïve Bayes algorithm will be tested with 

the help of the same K-Fold, namely 3, 6, 9 and 10 repetitions 

of K that have been determined. This will be repeated until we 

get the best results in Table 11, which will then be compared 

with the SVM algorithm that has been trained before. 

 

Table 11. K-Fold Accuracy Multinomial Naïve Bayes 

K-Fold Acuracy 

K-3 91.05% 

K-6 91.39% 

K-9 91.43% 

K-10 91.43% 

 

 From the results of K-Fold split data, K-9 is the highest 

with 91.43% accuracy. So that Multinomial Naïve Bayes K-9 

is the best algorithm and will represent the NBC algorithm for 

comparison with the SVM algorithm. 

 

3. Comparison of Result 
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 The classification analysis process is first carried out by 

dividing training data and testing data by using K-Fold Cross 

Validation on 4696 comment data. Where in this study, 

previously the best parameters in each SVM and NBC 

algorithm will be determined so that these two algorithms will 

be compared to determine the best algorithm for data 

processing. 

 

Table 12. Comparison of SVM and NBC Classification 

Algorithms 

Model K-Fold Acuracy 

Linear Support Vector 

Machine 

K-9 95.23 % 

Multinomial Naïve Bayes K-9 91.43 % 

 

 In Table 12, it shows that the performance of the algorithm 

suitable for the J&T Express application comment review 

dataset on the Google Play Store is the Support Vector 

Machine Algorithm with a Linear kernel. With the same 

dataset and division of training and test data, SVM is slightly 

superior to NBC represented by Multinomial Naïve Bayes. 

 

D. User Satisfaction 

 In this study, to measure user satisfaction from the J&T 

Express Indonesia application is carried out using variables of 

perceived usefulness, perceived ease of use, reliability, 

responsiveness and website design. Where the results of the 

sentiment analysis that has been done before, will be reviewed 

again to find words related to user satisfaction from the J&T 

Express application which will be calculated whether the user 

is satisfied or not fasting on the J&T Express application. 

The first variable to be measured for user satisfaction is 

Perceived Usefulness, which contains user comments on how 

useful the J&T application is (Figure 3). 

 

 
Figure 3. Perceived Usefulness Variable 

 

 The second variable to be measured for user satisfaction is 

Perceived Ease of Use, which contains user comments on how 

easy the J&T application is to use and run (Figure 4). 

 

 
Figure 4. Perceived Ease of Use Variable 

 

 The third variable to be measured for user satisfaction is 

Reliability, which contains user comments on the quality of 

service provided in terms of reliability (Figure 5).  

 

 
Figure 5. Reliability Variable 

 

 The fourth variable to be measured for user satisfaction is 

Responsiveness, which contains user comments on the quality 

of service provided in terms of responsiveness (Figure 6). 

 

 
Figure 6. Responsiveness Variable 

  

 The fifth variable that will be measured for user satisfaction 

is Website Design, which contains user comments regarding 

the user experience of using the application (Figure 7).  

 

25%

75%

Perceived Usefulness 
Variable

Satisfied Not Satisfied

42%
58%

Perceived Ease of Use 
Variable

Satisfied Not Satisfied

15%

85%

Reliability Variable

Satisfied Not Satisfied

14%

86%

Responsiveness Variable

Satisfied Not Satisfied
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Figure 7. Website Design Variable 

 

 The results of the calculation of sentiment words on 

variables to measure user satisfaction beforehand, will be 

implemented in two classes, namely satisfied and dissatisfied 

to see the responses of the J&T Express Indonesia application 

users. 

From the measurement results of each variable above, it 

can be concluded that users of the J&T Express Indonesia 

application gave unsatisfied responses in each variable 

measured, with an average response of 75% unsatisfied and 

25% satisfied. So this is why the rating of the J&T Express 

Indonesia application given is very low even though the 

company has increased shipping volume and received many 

awards but is not in line with the services provided. Although 

from 4696 measured comment data only get 1154 comments 

related to user satisfaction based on variables. The remaining 

3542 data from the comments contain other topics that are not 

related to user satisfaction, such as couriers, shipping and 

others. Can be seen in Figure 8. 

 

 
Figure 8. Topic Comments J&T Express Application 

 

Based on the statistics above, most positive comments are 

on the topic of user satisfaction with 267 comments out of 387 

positive sentiment comments, and most negative comments are 

on the topic on delivery with 1,401 comments out of 4,309 

negative sentiment comments. With the overall conclusion, the 

bad comments obtained by the J&T Express Indonesia 

application are in the section of bad and long delivery 

problems, even though user satisfaction only fills 25% of the 

comments but still produces a very high negative sentiment 

compared to the positive. 

 

 

V. CONCLUSION 

Sentiment analysis on app reviews is useful for gathering 

valuable feedback for app developers and can be a tool for 

assessing user satisfaction. The results of this analysis can help 

in understanding user needs and identifying areas of 

improvement, as well as giving new users an idea of what they 

can expect from the app. The application of classification 

algorithms, especially support vector machine with linear 

kernel, showed better accuracy than multinomial naive bayes 

algorithm. Testing using the K-Fold method with K-9 achieved 

an accuracy of 95.23%. This shows that the right parameters 

and algorithms can significantly improve the reliability of 

sentiment analysis. On the other hand, the review results show 

a low level of user satisfaction, with the service indicators 

having many negative sentiments and dissatisfaction levels 

reaching more than 80% while the behavioral theory indicators 

have dissatisfaction above 60%. This emphasizes the need for 

improvements in certain aspects of the app to enhance user 

experience. In future research, it would be better to expand the 

range of data and try other classification algorithms to increase 

the accuracy and improve the quality of sentiment analysis. 
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