Facial Expression Recognition to Detect Student Engagement in Online Lectures
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Abstract

In synchronous online lectures, the lecturers often provide the lecture material directly through video conferencing technology. On the other hand, there are many students who do not pay attention to the lecturers when they are participating in online lectures. As a consequence, in this research, an application was developed to assist lecturers in gathering data regarding the degree to which students who participate in online lectures pay attention to the presented information. The application employed a convolutional neural network (CNN) model to recognize each student's facial expressions and place them into one of two classes: either engaged or disengaged. The captured student facial image was preprocessed to facilitate the classification process. The preprocessing stage consisted of image conversion to grayscale, face detection using the Haar-Cascade Classifier model, and a median filter to reduce noise. In the process of designing a CNN model, three different hyperparameter tuning scenarios were implemented. These tuning scenarios aimed to obtain the best possible CNN model by determining which CNN model hyperparameters were the most optimal. The results of the experiments indicate that the CNN model from the second scenario has the highest level of accuracy in terms of recognizing facial expressions, coming in at 86%. The results of this research have been tested to measure the level of student participation in online lectures. The trial results show that the proposed application can help lecturers evaluate student engagement during online lectures.
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I. INTRODUCTION

Online lectures are learning processes using virtual classrooms on the Internet [1], [2]. Online lectures have become indispensable in various educational institutions since the Covid-19 pandemic [3]. But after the Covid-19 pandemic passed, online lectures still have an important role in education [4]. Two popular methods are used in conducting online lectures, namely synchronous and asynchronous. In the synchronous method, lectures are delivered directly by lecturers to students through video conferencing applications. In addition, lecturers and students can also meet face-to-face and communicate directly in virtual classrooms. Students can also work together virtually at the same time. In the asynchronous method, lecturers usually provide learning videos or written learning materials in files uploaded to the learning site so that students can access and study at a specified time. Communication between lecturers and students is usually done by sending messages through discussion boards available on learning sites [5].

The effectiveness of online lectures is still very low compared to offline face-to-face lectures. This is the impact of low student engagement in the respective online lectures. Students are only present in the virtual classroom but then do other activities unrelated to the lecture and do not pay attention to the lecture's material [6]. On the other hand, lecturers need to evaluate student engagement in a lecture activity because student engagement is one important aspect of determining student success in a lecture, especially online lectures [7].

In online lectures, it is difficult for lecturers to see student engagement directly, even though students are asked to turn on the camera when explaining synchronous online lecture material. This can happen because the lecturer focuses more on the materials delivered. Therefore, an application is needed to assist lecturers in evaluating student engagement during synchronous online lectures. Some methods that can be used to develop such applications are recording brain and heart signals [8], measuring heart rate [9], using context-performance [10], and facial expression recognition [11]. Due to the ease of obtaining and using digital cameras, facial expression recognition is the most widely used method to detect student engagement in lectures [12].

Several researchers have developed various methods to recognize participants' facial expressions in both online and
offline learning classes. Chen et al. [13] proposed the use of support vector machines (SVM) [14] to recognize facial expressions in e-learning. Two feature extraction methods, namely facial shape features [15] and Gabor wavelets [16], are used to extract features from face images. The experiments conducted on the Japanese Female Facial Expression (JAFFE) dataset [17] found that the facial shape feature produces better facial expression recognition accuracy, which is above 80% when compared to the Gabor wavelets feature. However, the exact value of accuracy was not reported by the author. Whitehill et al. [18] proposed an approach to recognize student engagement from facial expressions automatically. Three classification methods were used to recognize students' facial expressions in the proposed approach: GentleBoost [19], SVM, and multinomial logistic regression [20]. The best recognition accuracy achieved was only 72.9% using SVM and Gabor features on the HCBD dataset [21].

In addition to using machine learning models to recognize facial expressions in detecting student engagement in lectures, some researchers also use deep learning models, as reported in [12], [22], [23]. Nezami et al. [12] proposed the use of a convolutional neural network (CNN) model based on the VGG-B model [24]. In the initial stage, the VGG-B model was trained using the facial expression recognition 2013 (FER-2013) dataset [25] to initialize the model weight values. Furthermore, the VGG-B model was trained using the engagement recognition (ER) dataset created in the study to classify student face images into two classes engaged and disengaged. Experimental results showed that the proposed model only achieved 72.38% accuracy in recognizing student engagement in lectures. Pabba et al. [22] proposed an intelligent system to monitor student engagement in offline lectures in large classes based on facial expressions in real-time. A CNN model that adapted the VGGNet model [24] was trained to classify students' facial expressions into six classes. Although it could simultaneously assess student engagement, the proposed system only achieved 76.90% accuracy.

Classification models proposed to recognize student facial expressions were almost all trained using foreign face image datasets. Therefore, these models may not be suitable for recognizing the facial expressions of Indonesians. Although some of the proposed systems have used a pre-trained CNN model, the accuracy achieved is still below 80%. This can happen because when modifying the fully connected layer of the CNN model, the researchers did not optimize the number of dense layers and the number of neurons in each dense layer. In addition, almost all of the proposed systems can only recognize the facial expressions of one student at a time, except for the system reported in [22]. Nurdai et al. [23] compared two CNN model architectures, namely AlexNet [26] and VGG [24], for the facial expression recognition of Indonesian students in one class. Both models will classify students' facial expressions into three classes: smile, grimace, and neutral. The experimental results show that the Alexnet model produced better accuracy than the VGG, which is 100%. However, this study only involved seven student faces and was not used to recognize student engagement in lectures.

Several pre-trained CNN models have been used to recognize facial expressions from images. However, the performance of these models varies from case to case. In addition, these models have not been applied to detect Indonesian students' engagement in lectures both online and offline. Therefore, in this research, an application will be developed to detect student engagement in online lectures based on facial expression recognition. A CNN model will be trained to classify students' facial expressions into two classes: paying attention and not paying attention. The best CNN model architecture will be determined in experiments by performing three hyperparameter tuning scenarios. The developed application will receive input images of students' faces attending online lectures. The image is then processed, and each face in the image will be classified using a CNN model that has been trained to detect student engagement in lectures.

II. MATERIAL AND METHOD

In this research, six main steps were carried out, namely dataset acquisition, image preprocessing, CNN model development, model training, model evaluation, and CNN model implementation on the application to detect student involvement in lectures. The flow of the steps of this research can be seen in Figure 1.

A. Dataset Acquisition

The acquisition of the student facial expression images dataset involved 320 student volunteers who were asked to participate in an online lecture through the Zoom application. All volunteers were asked to turn on their respective cameras during the lecture. A total of 180 volunteers were asked to pay serious attention to the lecture. The remaining 140 volunteers were asked to be sleepy, daydreaming, watching videos, playing games, and talking to friends. The face images of all volunteers were then captured in RGB (red, green, blue) color space and saved into a file. Each facial image was then labeled as engaged or disengaged according to each volunteer’s activity during the online lecture. Some examples of facial expression images labeled as engaged and disengaged can be seen in Figure 2 and Figure 3, respectively. The Authors have received permission from the student volunteers whose face images were used in this research to publish his/her face images in this article.

Figure 1. The Flow of Research Steps.
B. Image Preprocessing

Image preprocessing is a process for processing captured images to be used in the classification process and produce good classification accuracy. In this research, the image preprocessing performed converts the RGB image to grayscale, face area detection, resizes the image, and reduces noise. Converting an RGB image to a grayscale image involves converting the color intensity value of the RGB image at each pixel into a single value that represents the gray level by calculating the weighted average of the red \( R \), green \( G \), and blue \( B \) color intensity values at each pixel of the RGB image as in Eq. (1), and replacing the color intensity value at that pixel with the average gray value [27].

\[
\text{grayscale value} = 0.2126R + 0.7152G + 0.0722B \tag{1}
\]

Face area detection was performed using the Haar-Cascade Classifier model, a method for object detection in images based on Haar-like features [19]. Haar-Cascade Classifier is one of the effective object detection techniques and has been widely used to detect face areas in images. The model has been trained using many examples of face and non-face images to learn patterns of features typical of faces, such as eye, nose, and mouth lines. The model is then used to detect face areas in grayscale images by identifying matching Haar-like feature patterns. The grayscale image was then cropped according to the detected face area.

A median filter was applied to the face image before input to the CNN model to reduce noise in the image. This filter works by replacing the intensity value of a pixel with the median value of the intensity of neighboring pixels [27]. This study employed a median filter with a kernel size of 5x5. Figure 4 shows an example of the results of the image preprocessing step.

C. CNN Model Development

This research developed a CNN architecture from scratch consisting of convolutional layers, max pooling layers, and fully connected layers ending with a softmax layer for classification. Convolution layer and pooling layer used to extract features from images and reduce their dimensions through sub-sampling layers to reduce computational complexity and improve computational efficiency.

To obtain optimum classification accuracy, hyperparameter tuning was carried out on the CNN model with three scenarios using the random search algorithm [28]. Hyperparameter tuning using the random search algorithm is essential to efficiently exploring a wide range of hyperparameter combinations and identifying the optimal settings for the CNN model. This approach enhances classification accuracy by systematically optimizing critical hyperparameters, ensuring the model performs at its best across various scenarios. In the first scenario, tuning was performed on two hyperparameters: the number of filters in the convolutional layer with a search domain in \([32,512]\) and the number of nodes in the fully connected layer with a search domain in \([128,512]\). All filters in the convolutional layer use a \(3 \times 3\) kernel and ReLU (Rectified Linear Unit) activation function as defined in Eq. (2).

\[
\text{ReLU}(x) = \max(0, x) \tag{2}
\]

In the second scenario, tuning was performed on three hyperparameters: the number of filters in the convolutional layer, the number of nodes in the fully connected layer, and the size of the filter kernel in the convolutional layer. The search domains for each hyperparameter were in \([32,512]\), \([128,512]\), and \([32,512]\), respectively. All convolutional layers used ReLU activation function in this scenario.

In the third scenario, four hyperparameters were tuned: the number of filters in the convolutional layer, the number of nodes in the fully connected layer, the size of the filter kernel in the convolutional layer, and the activation function in the convolutional layer. The search domains for each hyperparameter were in \([32,512]\), \([128,512]\), \([1 \times 1, 3 \times 3]\), and \([32,512]\), respectively. The sigmoid and tanh functions are defined as in Eq. (3) and Eq. (4), respectively.

\[
S(x) = \frac{1}{1 + e^{-x}} \tag{3}
\]

\[
\text{tanh}(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \tag{4}
\]
Each scenario employed three convolutional layers, one fully connected layer, and one output layer with two nodes and a softmax activation function, as in Eq. (5). Each convolutional layer was followed by a max pooling layer with a kernel size of $2 \times 2$. The output of the last max pooling layer was then converted into a 1-dimensional tensor before entering the fully connected layer. Furthermore, 20 models were generated by the random search algorithm to find the best hyperparameter combination in each scenario. Details of the CNN model architecture can be seen in Table 1.

$$
\sigma(x)_i = \frac{e^{x_i}}{\sum_{j=1}^{n} e^{x_j}}, x = x_1, x_2, ..., x_n
$$

(5)

Table 1. CNN Model Architecture Details and Hyper-Parameter Values for Each Scenario.

<table>
<thead>
<tr>
<th>Layer</th>
<th>N</th>
<th>Hyperparameter</th>
<th>Search domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional</td>
<td>3</td>
<td>Filter’s number</td>
<td>32-512 32-512 32-512</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kernel size</td>
<td>3 x 3 1 x 1 1 x 1 3 x 3 3 x 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Activation function</td>
<td>ReLU ReLU ReLU, sigmoid, tanh</td>
</tr>
<tr>
<td>Max pooling</td>
<td>3</td>
<td>Kernel size</td>
<td>2 x 2 2 x 2 2 x 2</td>
</tr>
<tr>
<td>Fully connected</td>
<td>1</td>
<td>Node size</td>
<td>128-512 128-512 128-512</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Activation function</td>
<td>ReLU ReLU ReLU, sigmoid, tanh</td>
</tr>
<tr>
<td>Output</td>
<td>1</td>
<td>Node size</td>
<td>2 2 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Activation function</td>
<td>Soft-max Soft-max Soft-max</td>
</tr>
</tbody>
</table>

N: layer size, S: Scenario 1, S: Scenario 2, S: Scenario 3

D. Model Training

The image dataset created was divided into two mutually exclusive subsets, namely training data and testing data, with a ratio of 80:20. The training data was used to train all layers of the CNN model in all scenarios using Adam [29] as the training algorithm. Each model was trained with 20 epochs and a sample size of 32 data at each iteration. In this study, the Adam training algorithm used a learning rate of 0.001 and a momentum of 0.99. The objective function used in the training process was categorical cross entropy, as in Eq. (6).

$$
L(y, \hat{y}) = - \sum_{i=1}^{K} y_i \log \hat{y}_i
$$

(6)

where $K$ is the sample size, $y = (y_1, y_2, ..., y_K)$ is the one-hot encoding vector of the actual class labels, and $\hat{y} = (\hat{y}_1, \hat{y}_2, ..., \hat{y}_K)$ is the prediction probability vector of the model for each class. This function measures the difference between the model’s predicted and actual probability distributions by penalizing significantly higher incorrect predictions.

E. Model Evaluation

All CNN models that have been trained were evaluated to determine the best model to be implemented in the application. First, the evaluation was done by dividing the training data into two mutually exclusive subsets, namely data for training and data for validation, with a ratio of 80:20. The CNN model was then evaluated using classification accuracy on training data and validation data using Eq. (7).

$$
Accuracy = \frac{t}{T} \times 100%
$$

(7)

where $t$ is the number of face images in the dataset that are correctly classified and $T$ is the number of all face images in the dataset.

From each scenario, one CNN model was selected with the highest accuracy on training and validation data. The three selected CNN models were reevaluated using testing data to find the best model. CNN models were evaluated on testing data by calculating classification accuracy using Eq. (7). Furthermore, because the number of face images in each class is not the same, CNN models were also evaluated in each class by calculating the precision, recall, and $F_1$ score values using Eqs. (8), (9), and (10), respectively.

$$
precision = \frac{TP}{TP + FP}
$$

(8)

$$
recall = \frac{TP}{FN + TP}
$$

(9)

$$
F_1 \text{ score} = \frac{2 \times precision \times recall}{precision + recall}
$$

(10)

where $TP$ is data in the positive class that is correctly classified, and $FN$ is data in the positive class that is classified as a negative class. $FP$ is data in the negative class that is classified as a positive class. Precision measures how accurate the model is in recognizing face images in the positive class. Recall measures how well the model can identify all positive class face images. $F_1$ score is the harmonic mean of precision and recall and combines the information from both metrics. $F_1$ score is useful for finding a balance between precision and recall, especially when the positive classes in the dataset are not balanced with the negative classes [30].

F. Implementation on The Application

The last step in this research is implementing the best CNN model obtained on the application to detect student engagement in online lectures using face images. The application was developed web-based so that users can access it without the need to install it on their respective computers. To detect student engagement, users needed to ask all students to open the camera on the online learning platform, then capture the face images of all students together. The captured
face images were then uploaded to the application for detection, as shown in Figure 5. Furthermore, the uploaded image was displayed on the application page so that users could ensure that the uploaded image was as desired. If the image is as expected, the user must press the Predict Image button to run the student involvement detection process. The uploaded image was then processed and classified using the CNN model that had been trained. The prediction results of the CNN model were then displayed on the face image of each student as can be seen in Figure 6.

### III. RESULTS AND DISCUSSION

The experimental results of detecting student engagement using 20 CNN models generated by the random search algorithm in three scenarios in testing and validation stages are tabulated in Table 2. As shown in Table 2, the performance of the CNN models varies for all scenarios. In scenario 1, the training and validation accuracy ranged from 75% to 92%. Some models, such as Model 3, Model 9, and Model 16, showed better performance with accuracies above 85% in both the training and validation stages. However, some other models, such as Model 11, Model 14, and Model 19, showed lower performance with accuracy below 80%. Model 9 achieved the highest training accuracy rate of 88% and the highest validation accuracy rate of 92%.

In scenario 2, some models, such as Model 5, Model 6, and Model 14, achieved high accuracy in both the training and validation stages, with validation accuracy reaching over 90%. However, some models, such as Model 7, Model 16, and Model 17, also showed lower accuracy below 80%, especially at the validation stage. In this scenario, Model 6 achieved the highest validation accuracy of 94%.

#### Table 2. The Performance of CNN Models in Training and Validation Data

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T</td>
<td>V</td>
<td>T</td>
<td>V</td>
</tr>
<tr>
<td>Model 1</td>
<td>84</td>
<td>79</td>
<td>84</td>
<td>76</td>
</tr>
<tr>
<td>Model 2</td>
<td>80</td>
<td>79</td>
<td>80</td>
<td>84</td>
</tr>
<tr>
<td>Model 3</td>
<td>87</td>
<td>82</td>
<td>82</td>
<td>57</td>
</tr>
<tr>
<td>Model 4</td>
<td>83</td>
<td>80</td>
<td>90</td>
<td>80</td>
</tr>
<tr>
<td>Model 5</td>
<td>84</td>
<td>85</td>
<td>92</td>
<td>79</td>
</tr>
<tr>
<td>Model 6</td>
<td>78</td>
<td>80</td>
<td>94</td>
<td>86</td>
</tr>
<tr>
<td>Model 7</td>
<td>83</td>
<td>78</td>
<td>75</td>
<td>57</td>
</tr>
<tr>
<td>Model 8</td>
<td>82</td>
<td>80</td>
<td>78</td>
<td>57</td>
</tr>
<tr>
<td>Model 9</td>
<td>88</td>
<td>92</td>
<td>76</td>
<td>84</td>
</tr>
<tr>
<td>Model 10</td>
<td>81</td>
<td>80</td>
<td>82</td>
<td>81</td>
</tr>
<tr>
<td>Model 11</td>
<td>75</td>
<td>76</td>
<td>82</td>
<td>82</td>
</tr>
<tr>
<td>Model 12</td>
<td>78</td>
<td>84</td>
<td>82</td>
<td>57</td>
</tr>
<tr>
<td>Model 13</td>
<td>85</td>
<td>83</td>
<td>86</td>
<td>86</td>
</tr>
<tr>
<td>Model 14</td>
<td>84</td>
<td>87</td>
<td>90</td>
<td>57</td>
</tr>
<tr>
<td>Model 15</td>
<td>81</td>
<td>84</td>
<td>82</td>
<td>57</td>
</tr>
<tr>
<td>Model 16</td>
<td>87</td>
<td>90</td>
<td>76</td>
<td>78</td>
</tr>
<tr>
<td>Model 17</td>
<td>87</td>
<td>88</td>
<td>78</td>
<td>86</td>
</tr>
<tr>
<td>Model 18</td>
<td>81</td>
<td>82</td>
<td>82</td>
<td>81</td>
</tr>
<tr>
<td>Model 19</td>
<td>75</td>
<td>75</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Model 20</td>
<td>79</td>
<td>82</td>
<td>79</td>
<td>80</td>
</tr>
</tbody>
</table>

S1: Scenario 1, S2: Scenario 2, S3: Scenario 3
T: Training, V: Validation

In Scenario 3, Model 2, Model 6, and Model 18 showed relatively high accuracy in both training and validation. Model 6 achieved the highest accuracy of 94% at the validation stage. However, there were many models that showed low accuracy of below 60% in both training and validation. Also, in this scenario, most models had a high training accuracy, but their validation accuracy significantly dropped. This may indicate overfitting of the models. Among the three scenarios, the models generated in scenario 3 had the lowest performance compared to the previous two scenarios. Hyperparameter values of CNN models that achieved the best performance from all scenarios can be seen in Table 3.

#### Table 3. Hyperparameter Values for the Best CNN Models From All Scenarios

<table>
<thead>
<tr>
<th>Layer</th>
<th>N</th>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution</td>
<td>3</td>
<td>Filter’s number</td>
<td>64, 288, 256, 160, 160</td>
</tr>
</tbody>
</table>
Furthermore, the three best CNN models from each scenario were re-evaluated using the testing data, and the results are tabulated in Table 4. The experimental results of student engagement detection in online lectures show consistent performance on the testing data. In the three scenarios, the accuracy of the developed CNN model reached 83%, 86%, and 81% in scenarios 1, 2, and 3, respectively. This shows that the model has a high level of accuracy in detecting student engagement, especially in scenario 2. In addition, the recall and precision values also experienced a comparable increase, with the highest recall and precision reaching 86% and 87%, respectively, in the best CNN model from scenario 2. This shows that the CNN model can effectively recognize engaged and disengaged students who are engaged in online lectures with a minimal error rate. The F1 score, which combines recall and precision, also shows a good level of balance in model performance, with the highest F1 score value reaching 86% in the CNN model from scenario 2. Overall, the results of this experiment show that the best CNN model from scenario 2 can be an effective tool in detecting student engagement in online lectures using facial images. The method proposed in this study shows a marked improvement in accuracy for detecting student engagement compared to previous research. As can be seen in Table 5, the proposed method achieved an 86% accuracy, surpassing the SVM with facial shape features which had 80% [13], SVM with Gabor features at 72.9% [19], VGG-B at 72.38% [12], and VGGNet at 76.9% [22]. These findings emphasize the superior performance of the proposed method, demonstrating a notable advancement in the accuracy of engagement detection over earlier methods.

### Table 4. The Performance of CNN Models in Testing Data

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Accuracy (%)</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F1 score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>83</td>
<td>83</td>
<td>84</td>
<td>83</td>
</tr>
<tr>
<td>2</td>
<td>86</td>
<td>86</td>
<td>87</td>
<td>86</td>
</tr>
<tr>
<td>3</td>
<td>81</td>
<td>81</td>
<td>82</td>
<td>81</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In this research, an application was developed to detect student engagement in online lectures based on facial expression recognition. A CNN model was trained using a dataset of facial expression images acquired from 320 student volunteers. The dataset included images of students who were engaged and disengaged during online lectures. The CNN model was developed based on the LeNet architecture and underwent hyperparameter tuning to optimize its performance. The best CNN model architecture was determined through experiments using three hyperparameter tuning scenarios.

The results showed that the developed application achieved promising results in detecting student engagement in online lectures with the best accuracy of 86%. The findings of this research highlight the potential of facial expression recognition using CNN models for evaluating student engagement in online lectures. The developed application provides a practical tool for lecturers to assess student involvement during synchronous online lectures. Additionally, the application could be extended to include real-time feedback and interaction features to further enhance student engagement and learning outcomes in online lectures.
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